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Data
Point

AS Number  AS Description Count Default GBLX nLayer NTT Telia
1 AS174 Cogent/PST 35 30 28 (26) 29 27
2 AS7132 AT&T Internet Scrvices 32 337 377 367 394 358)
3 AS33651 Comcast Cable Communications, Inc. 27 226 (209) 224 267 239
4 AS20001 Road Runner HoldCo LLC 22 249 284 319 (256) 309
5 AS19262 Verizon Online LLC 18 146 133 (124) 138 128
6 AS8151 Uninet S.A. de C.V. 18 373 37 458 427) 452
7 AS22394 Cellco Partnership DBA Verizon Wireless | 16 | 504.5 574 619 (547) 582
8 AS33490 Comcast Cable Communications, Inc. 12 1219.5 297 (283) 306 298
9 AS38623 ISP/TXP IN CAMBODIA WITH THE

BEST SERVICE IN THERE. 6 1016 1072 1109 (| (1037) | | 1156
10 AS701 MCI Communications Services, Inc. d/

b/a Verizon Business S 281.5 242 344 (180) 235
11 AS7303 Telecom Argentina S.A. 5 976.5 1157 1144 1111 (835)
12 AS36149 Hawaiian Telcom Services Company, Inc. 4 234 346 (312) 363 333
13 AS209 Qwest Communications Company, LLC 4 267 271 260 262 (237)
14 AS11492 CABLE ONL, INC. 3 204 (223) 230 256 239
15 AS32284 Bashas’ Inc. 3 413.5 465 556 (419) 874
16 AS14259 Gtd Internct S.A. 2 317 576 572 577 (526)
17 AS22047 BANDA ANCHA S.A. 2 362 (756) 842 809 764
18 AS16586 Clearwire US LLC 2 258.5 321 552 316 (315)
19 AS3605 (Guam Cablevision, LLC. 1 760 729 (701) 741 716
20 AS10507 Sprint Personal Communications Systems 1 280 437 517 (415) 466
21 AS16817 BRIGHT HOUSE NETWORKS, LLC 1 194 (181) 204 187
22 AS7829 Nextweb, Inc 1 212 114 127 (82) 116
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1
END-TO-END MONITORING AND
OPTIMIZATION OF A CONTENT DELIVERY
NETWORK USING ANYCAST ROUTING

TECHNICAL FIELD

The present invention relates to a content delivery network
(CDN) and more specifically, to techniques to monitor and
optimize the CDN.

BACKGROUND ART

Content delivery networks (CDN5s) have greatly improved
the way content is transferred across data networks such as
the Internet. A CDN accelerates the delivery of content by
reducing the distance that content travels in order to reach a
destination. To do so, the CDN strategically locates surrogate
origin servers, also referred to as caching servers or edge
servers, at various points-of-presence (PoPs) that are geo-
graphically proximate to large numbers of content consumers
and the CDN utilizes a traffic management system to route
requests for content hosted by the CDN to the edge server that
can optimally deliver the requested content to the content
consumer. As used hereafter optimal delivery of content
refers to the most efficient available means with which con-
tent can be delivered from a server to an end user machine
over a data network. Optimal delivery of content can be
quantified in terms of latency, jitter, packet loss, distance, and
overall end user experience.

Determination of the optimal edge server may be based on
geographic proximity to the content consumer as well as
other factors such as load, capacity, and responsiveness of the
edge servers. The optimal edge server delivers the requested
content to the content consumer in a manner that is more
efficient than when origin servers of the content provider
deliver the requested content. For example, a CDN may locate
edge servers in Los Angeles, Dallas, and New York. These
edge servers may cache content that is published by a particu-
lar content provider with an origin server in Miami. When a
content consumer in San Francisco submits a request for the
published content, the CDN will deliver the content from the
Los Angeles edge server on behalf of the content provider as
opposed to the much greater distance that would be required
when delivering the content from the origin server in Miami.
In this manner, the CDN reduces the latency, jitter, and
amount of buffering that is experienced by the content con-
sumer. The CDN also allows the content provider to offload
infrastructure, configuration, and maintenance costs while
still having the ability to rapidly scale resources as needed.
Content providers can therefore devote more time to the cre-
ation of content and less time to the creation of an infrastruc-
ture that delivers the created content to the content consum-
ers.

As a result of these and other benefits, many different
CDNs are in operation today. Edgecast, Akamai, [imelight,
and CDNetworks are some examples of operating CDNs.
One of the key differentiators between the CDNs is perfor-
mance. Based on routing techniques, number of PoPs, load,
etc., some CDNs are able to consistently provide better per-
formance when delivering content to end users than other
CDNs. The improved performance may be on the order of
tens or hundreds of milliseconds. For certain content, such as
streaming content, the improved performance can make a
noticeable difference for the end user experience. This per-
formance difference can also be a determinant factor as to
whether an end user completes a commercial transaction,
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2

subscribes for a service or content, or stays on the site of one
content provider or visits a site of another content provider.

To differentiate itself from other CDNs on the basis of
performance, Edgecast utilizes Anycast routing. Anycast is a
routing methodology that is well known in the art in which a
content request is routed to the topologically nearest PoP
from a group of PoPs that are all identified with the same
destination address, wherein each PoP of the group of PoPs
contains at least one server that can serve the content
requested by the end user. In this manner, Edgecast resolves
end user requests to servers within its CDN that can optimally
serve the requested content to the end user.

While use of Anycast routing within the Edgecast CDN has
proven to provide performance improvements over other
routing methodologies used by other CDNs, the decentral-
ized and distributed control over Anycast routing renders
existing monitoring tools unsuitable for Anycast performance
analysis. To accurately monitor Anycast performance in a
CDN environment, it is necessary to derive performance
results from the perspective of the CDN end users, as it may
be the case that in certain scenarios Anycast routing does not
produce optimal routing for certain end users that request
content from the CDN. For example, servers of a first PoP
being routed to by Anycast routing may deliver content to
some end users less optimally than servers of a second PoP.

Furthermore, a fully optimized CDN is one that is opti-
mized from end-to-end. End-to-end optimization involves
optimizing the entire end user experience from the routing of
the end user to an optimal PoP to the optimized delivery of the
requested content from the optimal PoP to the end user. The
latter portion of the end user experience depends partly on the
ability of a transit provider or peering neighbor connecting
the PoP to the end user to deliver the content in an efficient
manner. A CDN can utilize the routes of different transit
providers and the routes of different peering neighbors to
connect to the end users. The different routes are subject to
different loads, bandwidth, delay, packet loss, etc. Therefore,
to fully optimize the CDN service, it is necessary to monitor
the performance of the different routes and to select the route
that delivers content from a particular PoP of the CDN to a
particular end user in the most efficient manner.

Accordingly, there is a need to monitor Anycast perfor-
mance in a CDN to identify optimization opportunities for the
CDN whereby content delivery from the CDN to the end user
can be improved in terms of one or more of latency, jitter,
packet loss, distance, and overall end user experience. Spe-
cifically, there is a need to perform such monitoring from the
end users perspective in order to ascertain whether the Any-
cast selected PoP or server is the optimal PoP or server for the
end user and to optimize Anycast routing when the selected
PoP or server is not optimally selected by Anycast routing.
There is further a need to monitor the performance of the
different transit provider routes and the different peering
neighbor routes connecting end users to the CDN services
and to select the most efficient route for delivering content
from different PoPs to different sets of end users.

SUMMARY OF THE INVENTION

It is an object of the embodiments described herein to
perform end-to-end performance monitoring for a content
delivery network (CDN) or any other service provider that
provide a content delivery service from distributed network
locations. To this end, it is an object to monitor the perfor-
mance of Anycast routing as it relates directly to the end users
utilizing the services of the CDN. Furthermore, it is an object
to monitor the content delivery performance of the CDN on
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different transit provider routes and peering neighbor routes.
It is also an object to leverage the performance monitoring
results to optimize the performance of the CDN to resolve
performance issues directly experienced by one or more end
users.

To achieve these and other objects, some embodiments
implement systems and methods to monitor CDN perfor-
mance from the end user’s perspective. To achieve full end-
to-end monitoring, the systems and methods monitor the
performance of Anycast routing for routing an end user to the
optimal PoP of the CDN and monitor the performance of
different routes that deliver content from the selected optimal
PoP back to the end user. More specifically, the monitoring
determines whether the Anycast selected PoP is the optimal
PoP for serving content to a particular end user and for iden-
tifying whether a route used by the selected PoP to deliver
content to the particular end user is the optimal route. Systems
and methods are also provided to leverage the monitored
performance in order to automatically optimize the perfor-
mance of the CDN by optimizing or modifying Anycast rout-
ing and by performing route grooming as needed to ensure
that the optimal route is selected to deliver content to different
sets of end users that request content from a particular PoP. In
some embodiments, the optimal route includes a route that is
selected from routes of different transit providers and peering
neighbors that connect the particular PoP to the sets of end
users.

To perform the performance monitoring, some embodi-
ments embed monitoring code into various content that is
served from (1) the PoPs of the CDN or (2) CDN partners that
agree to embed the monitoring code into content that is served
from their independently controlled servers. CDN partners
may include content providers that operate one or more serv-
ers independent of the CDN and specialized monitoring serv-
ers of a third party monitoring service as some examples.
When content embedded with the monitoring code is down-
loaded and processed by an end user machine, the monitoring
code causes the end user machine to derive end-to-end per-
formance results for the CDN and to report the results back to
a monitoring server at which point the performance results
can be analyzed to identify optimization opportunities for the
CDN. The monitoring server may be operated by the CDN or
by a third party monitoring service.

The monitoring code includes instructions to cause the end
user machine to contact a location identification service in
order to identify a location for the end user machine. The
monitoring code further includes instructions to cause the end
user machine to download a beacon object from a PoP of the
CDN that is identified as a result of Anycast routing and to
download the same beacon object from a set of geographi-
cally proximate PoPs of the CDN that is identified based on
the identified location of the end user machine. The monitor-
ing code further includes instructions to cause the end user
machine to measure the time to download the beacon object
from the Anycast PoP and each PoP of the set of geographi-
cally proximate PoPs. Other performance monitoring may
also be performed when downloading the beacon object, for
example, to determine whether the end user machine is
blocked from accessing the Anycast PoP that is addressed
using an Anycast address. The time measurements and other
monitoring results are then reported from the end user
machine to the monitoring server for analysis in determining
whether Anycast routing routes the end user to the optimal
PoP and whether Anycast routing is blocked for certain end
users.

In some embodiments, the embedded code further includes
instructions for monitoring the performance of different
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4

routes that a particular PoP can use to serve the beacon object
to the end user machine. The routes include routes provided
by different transit providers that fully or partially connect the
particular PoP to the end user machine. Additionally, the
routes include the routes of zero or more peering neighbors
that fully or partially connect the particular PoP to the end
user machine. The monitoring code causes the end user
machine to download the beacon object from the particular
PoP using different routes and to measure the time it takes to
download the beacon object using each of the different routes
from that particular PoP. The end user machine reports the
measurements to the monitoring server for analysis in deter-
mining whether the default route or route normally used to
deliver content to a particular end user or group of end users
is optimal or whether an alternate route should be used when
delivering content from the particular PoP to the particular
end user or group of end users.

In this manner, the monitoring server, over time, accumu-
lates an expansive set of monitoring data from which optimi-
zations to the Anycast routing and route selection can be
made. These optimizations include implementing rules that
(1) modify Anycast routing to certain over-utilized or under-
utilized PoPs, (2) modify Anycast routing for perceived traffic
patterns at different times (e.g., day, week, season, etc.), or (3)
modify Anycast routing for certain content types (e.g., use
Anycast routing to resolve requests for streaming content and
use static routing to resolve request for small objects). In
some embodiments, the optimizations include route groom-
ing to select the optimal route from multiple transit provider
routes and from zero or more peering neighbor routes over
which to optimally serve content to an end user or group of
end users.

BRIEF DESCRIPTION OF THE DRAWINGS

In order to achieve a better understanding of the nature of
the present invention, preferred embodiments for end-to-end
CDN performance monitoring and optimization will now be
described, by way of example only, with reference to the
accompanying drawings in which:

FIG. 1 presents an overview of an exemplary CDN infra-
structure in accordance with some embodiments.

FIG. 2 presents a process for operations performed by an
end user machine executing the monitoring code for Anycast
performance monitoring in accordance with some embodi-
ments.

FIG. 3 conceptually illustrates a message exchange dia-
gram to conduct performance monitoring in accordance with
some embodiments.

FIGS. 4-5 illustrate some of the reports that are generated
by the monitoring server in accordance with some embodi-
ments based on end user derived Anycast performance moni-
toring results.

FIG. 6 presents a process for operations performed by an
end user machine executing the monitoring code for route
performance monitoring in accordance with some embodi-
ments.

FIG. 7 conceptually illustrates performing route perfor-
mance monitoring in accordance with some embodiments.

FIGS. 8-9 illustrate some of the reports that are generated
by the monitoring server in accordance with some embodi-
ments based on end user derived route performance monitor-
ing results.

FIG. 10 presents an Anycast optimization process per-
formed by the monitoring server in accordance with some
embodiments.
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FIG. 11 presents a route optimization process performed
by the monitoring server in accordance with some embodi-
ments.

FIG. 12 conceptually illustrates route optimization per-
formed by the monitoring server in accordance with some
embodiments.

FIG. 13 illustrates a computer system or server with which
some embodiments are implemented.

DETAILED DESCRIPTION

In the following detailed description, numerous details,
examples, and embodiments for systems and methods for
end-to-end content delivery network (CDN) performance
monitoring and optimization are set forth and described. As
one skilled in the art would understand in light of the present
description, these systems and methods are not limited to the
embodiments set forth, and these systems and methods may
be practiced without some of the specific details and
examples discussed. Also, reference is made to the accompa-
nying figures, which illustrate specific embodiments in which
the systems and methods can be practiced. It is to be under-
stood that other embodiments can be used and structural
changes can be made without departing from the scope of the
embodiments herein described.

To aid in the discussion below, an overview of an exem-
plary CDN infrastructure is presented in FIG. 1. As shown in
FIG. 1, the infrastructure includes a distributed set of edge
servers 110, traffic management servers 120, and an admin-
istrative server 130. The figure also illustrates the interactions
that CDN customers including content providers have with
the CDN and interactions that content consumers or end users
have with the CDN.

Each edge server of the set of edge servers 110 may repre-
sent a single physical machine or a cluster of machines that
serves content on behalf of different content providers to end
users. The cluster of machines may include a server farm for
a geographically proximate set of physically separate
machines or a set of virtual machines that execute over par-
titioned sets of resources of one or more physically separate
machines. The set of edge servers 110 are distributed across
different edge regions of the Internet to facilitate the “last
mile” delivery of content. Each cluster of servers at a particu-
lar region may represent a point-of-presence (PoP) of the
CDN, wherein an end user is typically routed to the closest
PoP in orderto download content from the CDN with the goal
of reducing the time needed to deliver the content to the end
user.

The traffic management servers 120 route end users, and
more specifically, end user issued requests for content to the
one or more edge servers. Different CDN implementations
utilize different traffic management schemes to achieve such
routing to the optimal edge servers. For the purposes of the
discussion that is to follow, the traffic management scheme
performs Anycast routing to identify a server from the set of
servers 110 that can optimally serve requested content to a
particular end user requesting the content. However, it should
be apparent that the traffic management servers 120 can
include different combinations of Domain Name System
(DNS) servers, load balancers, and routers performing Any-
cast or Border Gateway Protocol (BGP) routing.

The administrative server 130 may include a central server
of'the CDN or a distributed set of interoperating servers that
perform the configuration control and reporting functionality
of the CDN. Content providers register with the administra-
tive server 130 in order to access services and functionality of
the CDN. Accordingly, content providers are also referred to
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as customers of the CDN. Once registered, content providers
can interface with the administrative server 130 to specify a
configuration, upload content, and view performance reports.
The administrative server 130 also aggregates statistics data
from each server of the set of edge servers 110 and processes
the statistics to produce usage and performance reports. From
these reports, the content provider can better understand the
demand for its content, the performance provided by the CDN
in delivering the content provider’s content, and the need for
capacity reallocation, among other uses.

To further aid in the discussion, the terms transit provider
and peering neighbor are defined. A transit provider is a
backbone carrier of content that provides routes over which
the content can traverse different networks of the Internet.
Telia and NTT are some examples of transit providers whose
routes can be used to exchange traffic between the different
networks of the Internet. The networks or endpoints of the
networks may be represented by the CDN PoPs, end user
machines, and smaller autonomous systems (ASes). ASes
may include Internet Service Providers (ISPs) that provide
Internet connectivity to sets of end users. The transit provid-
ers provide high bandwidth and low latency routes to connect
the various networks, albeit at a cost. In some embodiments,
transit provider routes can be avoided by “peering” with other
networks such that the content traverses only between peered
neighbor networks (i.e., “peering neighbors™) that do not
charge to carry another peered neighbor’s content based upon
an established level of reciprocity. An optimal route to deliver
content from a PoP to an end user is one that is optimal with
respect to several criteria including cost, latency, number of
hops, jitter, etc.

1. End-to-End Performance Monitoring

Some embodiments implement systems and methods to
monitor end-to-end CDN performance. One aspect of end-to-
end performance monitoring includes monitoring the perfor-
mance of Anycast routing in the CDN from the end user’s
perspective. Such monitoring is used to determine whether
the Anycast selected PoP is the PoP that optimally serves
content to the end user or whether another geographically
proximate PoP optimally serves content to the end user. Such
monitoring is also used to determine whether certain end
users are blocked from accessing certain PoPs with Anycast
routing. Another aspect of end-to-end performance monitor-
ing includes monitoring the content delivery performance for
routes of different transit providers and peering neighbors
that connect a PoP to an end user. Such monitoring reveals
whether content is delivered to the end user using the most
efficient route connecting the end user to the PoP.

These performance monitoring systems and methods gen-
erate reports to provide a holistic view of the CDN’s perfor-
mance from the perspective of the end users. The monitoring
results and/or reports can also be used to periodically identify
optimization opportunities for improving Anycast routing
performance and content delivery performance and to auto-
matically implement the changes necessary to realize these
optimizations as conditions in the CDN and across the net-
work change. In this manner, the systems and methods auto-
matically tune the performance of the CDN such that the
resulting optimizations address performance issues that the
end users experience with regards to Anycast routing and
content delivery, thereby producing a direct end-to-end per-
formance improvement in the capabilities of the CDN.

To perform the end-to-end CDN performance monitoring,
some embodiments utilize a combination of software and
hardware components. These components may be developed
and hosted by the CDN for internal use in monitoring and
optimizing its CDN service. Alternatively, these components
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may be developed and hosted by a third party monitoring
service that monitors the performance of various CDNs and
other service providers that serve content from distributed
network locations. Accordingly, the software and hardware
components may be located on servers that are operated inde-
pendent of the servers of the CDN, but that are communicably
coupled to the CDN to report the monitoring results and
optimization opportunities to the CDN.

The software component includes monitoring code that is
embedded into content that is requested by and executed by
an end user machine. The content that is embedded with the
monitoring code may be served from the edge servers of the
CDN or from servers that are operated independent of the
CDN. For instance, the embedded content may be served
from “origin” servers that are operated by different content
providers that serve a base page (i.e., base HyperText Markup
Language (HTML)), but that rely on edge servers of the CDN
to serve objects embedded within the base page. As another
example, the embedded content may be served from servers
that are operated by a monitoring service. Accordingly, the
embedded content can be served from any network accessible
server and the embedded content can nevertheless be used in
monitoring various performance aspects of a particular CDN
service, such as the below described Anycast performance
monitoring and route performance monitoring.

The hardware component includes a monitoring server that
aggregates the end user derived performance results from the
end users executing the monitoring code. The monitoring
server produces the performance reports detailing the end-to-
end CDN performance as realized from the perspective of the
end users. Additional analysis performed by the monitoring
server may include identitying optimization opportunities for
the CDN based on the aggregated monitoring results and
depending on the integration of the monitoring server with the
CDN, the monitoring server may leverage the aggregated
monitoring results to automatically optimize performance of
the CDN on a continual basis as routing and route conditions
change. The monitoring server may be integrated as part of
the CDN infrastructure such that it is hosted and maintained
by the CDN. In some embodiments, the monitoring server is
integrated with the command and control functions of the
CDN administrative server. Alternatively, the monitoring
server may be hosted and maintained by a third party moni-
toring service that monitors the performance of a CDN on
behalf of the CDN. The monitoring server can then commu-
nicably couple to an administrative server of the CDN to
report the monitoring results and optimization opportunities
back to the CDN. Alternatively, a CDN administrator can
access the monitoring server of the third party monitoring
service in order to retrieve the monitoring results and optimi-
zation opportunities.

The addressing and procedures for reporting end user
derived performance results to the monitoring server are
included in the monitoring code. In so doing, any end user
machine that downloads content that is embedded with the
monitoring code becomes a monitoring agent for the CDN.
As a result, the CDN can obtain a virtually unlimited number
of vantage points for understanding and optimizing its per-
formance in an automated way.

In some embodiments, the monitoring code is a set of
JavaScript instructions embedded at various points in Internet
based content such as HTML pages, CSS pages, XML pages,
streaming content, and other such content. An end user
machine receives the content using existing Internet protocol
and messaging (e.g., HyperText Transfer Protocol (HTTP)
GET request) and processes the content in a browser or other
application running on the end user machine. During process-

20

25

30

35

40

45

50

55

60

65

8

ing of the content, the end user machine will execute the
monitoring code and produce various performance results
related to the CDN service.

The CDN or monitoring service may designate what con-
tent is to be embedded with the monitoring code. This may
include embedding the monitoring code into content of cer-
tain content providers that have permitted the CDN or moni-
toring service to do so. Additionally, this may include embed-
ding the monitoring code into content that is fully controlled
by the CDN. Some such content includes status or error pages
served by the CDN. For example, HyperText Transtfer Proto-
col (HTTP) 404, 403, 303 and 301 pages can be embedded
with the monitoring code. Additionally, base HTML pages of
different content providers can be embedded with the moni-
toring code.

The listing below illustrates embedding monitoring code in
a HTTP 404 error page that is served by the CDN, a CDN
partner, or third party monitoring service when requested
content is improperly identified or does not exist:

<?xml version="1.0" encoding="150-8859-1"7> (1)

<120CTYPE html PUBLIC “-//W3C//DTD XHTML 1.0

Transitional//EN” (2)

“http://www.w3.org/TR/xhtml1/DTD/xhtml1 -transition-

al.dtd”> (3)
<html xmlns="http://www.w3.org/1999/xhtm]”
lang="en” lang="en”> (4)

<head><title>404—Not Found</title></head> (5)

<body><h1>404—Not Found</h1> (6)

<script type="text/javascript” src="http://www.google-

.com/jsapi”></script> (7)
<script type="text/javascript” src="http://gp1.cdn.net/ (8)
monitoringcode/beacontest.js”></script><Jbody></
html> (9)

Of particular importance are lines (7)-(9). In line (7), the
instruction loads the Google Libraries Application Program-
ming Interface (API) for location identification services, the
use of which is described below. In lines (8) and (9), the
instruction loads a JavaScript file that contains the instruc-
tions for executing the Anycast performance monitoring and
route performance monitoring in accordance with some
embodiments. The performance monitoring is performed by
the end user machine as it parses the HTML content to display
the 404 error. In some embodiments, the monitoring code is
executed in the background by the end user machine so that
the display of the user is unaffected. To do so, the monitoring
code is executed within one or more hidden HTML iframes
that are loaded as part of the JavaScript file in lines (8) and (9).
Processes are provided with reference to the figures below to
describe execution of the monitoring code to monitor Anycast
routing performance and to monitor route performance.

A. Anycast Performance Monitoring

FIG. 2 presents a process 200 for operations performed by
an end user machine executing the monitoring code for Any-
cast performance monitoring in accordance with some
embodiments. The process 200 is performed when the end
user machine downloads and processes content hosted by the
CDN that is embedded with the monitoring code for Anycast
performance monitoring. The process 200 begins by causing
the end user machine to submit (at 210) a location request to
a location identification service. The location request queries
the location identification service for the location of the end
user machine. In some instances, the location identification
service determines the location of the end user machine loca-
tion based on the source IP address of the machine that is
included with the location request. The location may be
returned as a longitude and latitude coordinate pair. In some
embodiments, the location identification service is provided

xml:
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by Google’s Geolocation functions that are preloaded with
the Google Libraries API (see the instruction at line (7)
above). When the location identification services are unavail-
able, some embodiments roughly determine the location of
the end user machine based on the time zone in which the end
user machine is located. In such instances, the monitoring
code fixes the latitude to a particular degree (e.g., 40 degrees
as it is assumed that most end users are located in the northern
hemisphere) and the longitude is then computed based on the
time zone in which the end user machine operates.

The process obtains (at 220) the location or an estimate for
the location of the end user machine. The process then calcu-
lates (at 230) the distance from the end user machine to a set
of PoPs of the CDN. In some embodiments, the set of PoPs
includes all PoPs of the CDN such that the calculation step at
230 calculates the distance from the end user machine to all
PoPs of the CDN. In some embodiments, the set of PoPs
includes a subset of all PoPs of the CDN that are selected for
monitoring. To perform the distance calculation, the monitor-
ing code of some embodiments is hardcoded with the location
(i.e., latitude and longitude coordinates) for each PoP of the
set of PoPs. However, it should be apparent that a location for
each PoP of the set of PoPs can be dynamically obtained by
inserting an instruction in the monitoring code that causes the
end user machine to retrieve the location information from a
particular server of the CDN.

Based on the distance calculation, the process identifies (at
240) a subset of the set of PoPs that are geographically proxi-
mate to the location of the end user machine. In some embodi-
ments, identifying the subset of the PoPs includes identitying
the five PoPs that are geographically closest to the location of
the end user machine. Each PoP is identified in the monitoring
code with an IP address. The IP address may directly address
a load balancing device of a particular PoP that distributes
load across the edge servers operating in that particular PoP.
It should be apparent that each PoP or load balancing device
may also be assigned a second W address that is an Anycast [P
address.

In some embodiments, the process also identifies (at 250)
the Anycast PoP for the end user machine by submitting a
request (e.g., AJAX request) to an Anycast [P address that is
specified in the monitoring code and by extracting the identity
of'the Anycast PoP from the response header that is returned
as a result of the submitted request. Identification of the
Anycast PoP is performed prior to requesting and download-
ing the beacon object so that the process is able to distinguish
between the Anycast PoP and the subset of PoPs that are
geographically closest to the end user machine when down-
loading the beacon object at steps 260-280 below. It should be
apparent to one of ordinary skill in the art that the Anycast PoP
can be identified in various other ways depending on the
scripting language the monitoring code is implemented in and
the level of access that the end user machine provides to the
process. In some embodiments, step 250 for identifying the
Anycast PoP prior to downloading the beacon object may be
omitted when the process has access to the TCP/IP stack of
the end user machine and can extract the source IP address
that is included in the packet containing the beacon object.

The process submits (at 260) requests to download the
same beacon object from each PoP of the subset of PoPs and
from the Anycast PoP. It may be the case that the Anycast PoP
is one of the PoPs within the subset of PoPs, however this does
not impact the derived results or reporting. The beacon object
is a file of negligible size (approximately 10 kilobytes) that is
stored on servers of each of the PoPs. The request to download
the beacon object from each PoP of the subset of PoPs is
directly addressed to the unique IP address of each PoP. The

20

25

30

35

40

45

50

55

60

65

10

request is typically in the form of an HTTP GET request. To
download the beacon object from the Anycast PoP, the pro-
cess submits a request for the beacon object that is addressed
to an Anycast IP address of the CDN.

The process starts (at 270) a different timer for each
request. The timer may be started immediately before or
immediately after sending of a request. Using the timers, the
process measures (at 280) the roundtrip time and other per-
formance parameters associated with downloading the bea-
con object from the Anycast PoP and each of the subset of
closest PoPs. In some embodiments, other performance
parameters can be derived by downloading different beacon
objects from the PoPs, wherein the different beacon objects
may include objects with different sizes and/or content types
that are downloaded from each of the subset of PoPs and the
Anycast PoP. By downloading one or more of the beacon
objects, the process can measure link congestion, packet loss,
retransmits, latency, etc. Yet another performance parameter
of importance when performing Anycast performance moni-
toring is determining which users are blocked from the Any-
cast PoP by intermediary networks connecting the end user to
the Anycast PoP. This may occur, for example, when an
intermediary network, country, or region has a particular
policy, such as an obscenity policy, for content entering its
network. As a result of the policy, the intermediary network
may ban certain content that is served by the CDN. However,
because the banned content and the acceptable content of the
CDN may be accessed using the same Anycast address, it may
be the case that the intermediary network blocks certain end
users from all content of the CDN. The monitoring code
identifies such blockages when the beacon object cannot be
downloaded from the Anycast PoP, but can be downloaded
from one or more of the geographically proximate PoPs that
are directly addressed with a unique IP address instead of the
Anycast address. Such monitoring is essential to the CDN to
maintain service uptime and such blockages could otherwise
be unknown to the CDN but for the ability to monitor Anycast
performance from the end user perspective.

The process then reports (at 290) the results to the moni-
toring server and the process ends. The results may also
include identification of the Anycast PoP and other PoPs from
which the beacon object was downloaded (i.e., IP addresses,
Virtual IP addresses, assigned names, etc.). The results may
further identify the end user machine by including, as some
examples, the end user machine IP address, location, and type
of machine as part of the results that are reported to the
monitoring server. In some embodiments, the monitoring
server automatically identifies the location of the end user
machine that reports results based on the IP address of that
machine. For example, the monitoring server utilizes the
Maxmind geolocation API to determine end user locations
based on the IP address of the end user machine that is
obtained from the source IP address field of the packet that
includes the reported results. In some embodiments, the IP
address and procedure for reporting the results to the moni-
toring server is hardcoded in the monitoring code. In some
embodiments, the results are inserted as part of a URL that is
passed to the monitoring server. As described below, the
monitoring server produces performance reports based on the
end user derived performance results and may furthermore
automatically optimize Anycast routing performance based
onthe Anycast performance monitoring performed by the end
users.

FIG. 3 conceptually illustrates a message exchange dia-
gram to conduct performance monitoring in accordance with
some embodiments. The figure illustrates the end user 310
(i.e., end user machine), location identification service 315,






